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Abstract
This article presents a risk management strategy tailored spe-
cifically for the insider threat. Key components include the 
emphasis on people, process, and technology, organizational 
introspection into critical information resources, and a sce-
nario-based approach to determining how insiders might 
attack those resources. Risks can then be mitigated through 
a variety of control mechanisms in a manner that does not 
introduce unnecessary costs. 

Background

The insider threat is perhaps the most significant chal-
lenge facing information technology (IT) and secu-
rity practitioners. For the purpose of this article, the 

insider threat is defined as “...intentionally disruptive, uneth-
ical, or illegal behavior enacted by individuals who possess 
substantial internal access to the organization’s information 
assets.”1 This includes current or former employees, contrac-
tors, or other trusted business partners. Theft of intellectual 
property and proprietary information by employees remains 
a top form of financial loss and other damages, such as loss 
in reputation. The recent WikiLeaks scandal – in which vol-
umes of sensitive documents were leaked by a trusted insider 
and ultimately published on an open website – has caused 

1  J. M. Stanton et al., “Analysis of end user security behaviors,” Computers & Security, 
March 2005. 

much embarrassment to the United States and other nations 
and represents the ultimate nightmare scenario when consid-
ering the insider threat problem.2 

The insider threat is complex due to a variety of contribut-
ing factors and bears characteristics of 
a wicked problem3 because attempts to 
“solve” the problem may actually exac-
erbate it or introduce other problems. 
Malicious insider activity may be indis-
tinguishable from normal actions, and 
attacks are difficult to detect until after 
damage has occurred. Most insider at-
tacks are planned, however, and a win-
dow of opportunity exists during which people can intervene 
and prevent the attack, or at least limit the amount of dam-
age. However, with the focus on lean management, supervi-
sors have less time and are likely to overlook potential warn-
ing signs. 

A holistic approach that blends people, process, and technol-
ogy would be extremely useful in helping managers focus 
more on the behaviors and activities that appear to be risky 
if not outright malicious. The process outlined in this article 

2 K. Coleman (2011, January 13), “Wikileaks scandal raises many questions,” http://
defensesystems.com/ articles/2011/01/24/digital-conflict-wikileaks-raises-questions.
aspx.

3 H. Rittel et al., “Dilemmas in a general theory of planning,” Policy Sciences, June 
1973. 
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is based on a combination of conventional risk management, 
functional analysis of insider behaviors to develop threat sce-
narios, and evaluation and selection of control measures to 
mitigate specific insider risks. Cost/benefit metrics are dis-
cussed to illustrate potential trade-offs and to help managers 
decide how a particular scenario might be mitigated in the 
most efficient or cost-effective manner. While each of these 
concepts is not new or unique, this article presents an ap-
proach for how they can be used by any organization to ad-
dress the insider threat in a practical manner.

Observable behaviors
Figure 1 illustrates some potential observables that could in-
dicate malicious insider behavior.4 Security clearances and 
background checks are routinely used by government agen-
cies and some businesses to determine an individual’s trust-
worthiness and personal character prior to granting that per-
son access to sensitive information. These background checks 
may also provide a deterrent for current employees, because 
they will be less likely to engage in undesirable behaviors 
when they know they are subject to increased scrutiny. 

The lower half of the figure contains many “cyber actions” 
that can be observed and fused to develop a picture of em-
ployee behavior. Although the cyber actions provide limited 
insight into one’s intent and character, they are much easier to 
automatically collect, process, and correlate than non-cyber 
ones. Some of these activities can be collected via standard 
system auditing, while others will require specific sensors. 
The ease with which these cyber actions can be monitored is 
a dual-edged sword, because the amount of raw data that can 
be collected may actually exacerbate the problem. 

Some cyber actions can easily be tied to malicious behavior, 
such as installing unauthorized software or violating estab-
lished acceptable use and security policies. In other cases, 

4 Adapted from M. Maybury, “Detecting malicious insiders in military networks,” 
MITRE Corporation, 2006.

it is difficult to separate a 
malicious act from normal 
everyday business, such 
as printing a document, 
browsing the Web and 
searching databases. Some-
one who has been assigned 
to a new project will likely 
be gathering information to 
learn more about the proj-
ect and would probably be 
doing many of these activi-
ties. Thus, a change in be-
havior is not necessarily an 
indicator of malicious in-
tent. Likewise, system and 
network administrators 
routinely perform network 
scans, install new software, 

change file permissions, and manipulate log files. Writing 
data to removable media may also be normal and expected 
behavior, even though it represents a significant risk factor, as 
was the case with the WikiLeaks scandal.5 

While system logs are clearly useful for insider threat detec-
tion, they were not designed and optimized for this purpose. 
Raw log data is typically limited to information such as user 
name, workstation identifier, IP address, time/date, and a 
brief description of the event. Significant processing and fus-
ing are required to establish the contextual linkages between 
low-level system activities (keystrokes, file access, system 
usage) and higher-level concepts such as motive and intent. 
There will rarely be a specific event in a system log that indi-
cates malicious behavior. For example, many log events (pos-
sibly from multiple sources over a long time period) would 
be required to determine that an individual has recently 
printed large numbers of documents using multiple printers 
throughout the facility. 

While there has been much research into the technical and 
behavioral aspects related to the insider threat, there has 
been little research to address linkage between the two areas, 
leaving a “semantic gap.” Low-level system audit data lacks 
contextual factors: Is the person working after hours, and if 
so, is there a good reason? Is the individual working on an 
important project with a deadline, such as a contract pro-
posal? What is the person’s job function (research engineer, 
budget analyst, systems administrator)? Do the observed cy-
ber events indicate a violation of organizational policy? These 
contextual factors are necessary in determining whether 
further investigation is needed. Human analysis, to include 
cooperation among various business functions (security, hu-
man resources, legal affairs, supervisors, IT management, 
etc.), will be required to validate whether suspicious activities 
identified are truly malicious in nature.

5  Coleman, 2001. 

Figure 1 – Observables for mitigating the insider threat
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the organization will be better off having gone through the 
exercise than if it had not done any analysis at all. Over time, 
the organization can build its knowledge base and refine sce-
narios based upon real world events within, and external to, 
the organization. 

Scenarios should be objective-based (steal information, im-
pede/disrupt business operations, etc.). Critical events that 
must occur within the scenario for the user to achieve the de-
sired goal are identified and assessed, based on their detect-
ability via one or more sensors (e.g., event logs or other cyber 
sensor). Finally, if one or more events are logged that indicate 
potential malicious activity, a subsequent, more rigorous in-
vestigation can be conducted to reveal if the event was related 
to malicious behavior or simply resulted from accidental or 
normal user behavior. To minimize false positives, each sce-
nario should consider both the normal user and malicious 
user behavior to be detected. To the extent possible, non-cy-
ber observables should be included. 

There is no one “best” way to develop the attack scenarios. 
Documented insider threat cases represent a wealth of in-
formation and can be tailored as necessary. Lacking any 
pre-existing knowledge, an organization can develop attack 
scenarios using a functional decomposition process. This fa-
cilitates grouping similar activities in such a way as to mini-
mize redundancy when identifying observables and placing 
security measures. The concept is similar to a modified at-
tack tree whose purpose is to identify an attacker’s goals and 
then specify the different ways in which those goals might be 
achieved. Attack trees alone are of limited use here because 
they do not address the distinction between legitimate and 
undesirable activities if an attacker uses authorized permis-
sions.8

For example, insider threat behaviors could be categorized 
into four general types of activities:

•	 Alteration: The insider modifies data or system pa-
rameters in an unauthorized manner (e.g., deletes a 
file from the system or adds a covert user account)

•	 Distribution: Insider transfers rights to an unauthor-
ized party (e.g., sends a restricted document to some-
one without legitimate access to the information)

•	 Elevation: User obtains unauthorized rights in the 
system (e.g., elevates privileges to system administra-
tor access)

•	 Snooping: Seeks access to unauthorized information 
(e.g., browsing shared file systems or databases)

These threat classes are derived from Pfleeger and Pfleeger,9 
but other categorization schemes can be used with success-
ful results. Threat-actions are then decomposed step-by-step, 
beginning with the top-level category and continuing with 

8 J. Butts et al., “Developing an insider threat model using functional decomposition,” 
Proceedings of the 2005 Mathematical Methods, Models, and Architecture for Computer 
Network Security Workshop.

9 C. Pfleeger and S. Pfleeger, Security in Computing; Fourth Edition. Prentice Hall PTR: 
Indianapolis, IN, 2006. 

Scenario-based insider risk management
Effectively dealing with the insider threat is complicated 
by many factors: decision makers must act with imperfect 
knowledge; everything cannot be protected all the time; it 
is not known what to look for until after something has hap-
pened; and it is impossible to plan for and deal with every 

possible contingency. We contend 
that a scenario-based risk man-
agement approach is an effective 
way to deal with them. 

Risk management is an analyti-
cal methodology used to evaluate 
trade-offs in protection strategies 
when mitigating risks subject to 
organizational constraints.6 The 
primary function of risk manage-
ment is to assign protective mea-
sures to assure the ability of the 
organization to conduct its mis-
sion. Risk management includes 
risk assessment, risk mitigation, 
and evaluation/assessment.7 Col-
lectively, these processes enable 
managers to identify and evaluate 

risks so they can make informed decisions on how to miti-
gate those risks. In general, the insider risk mitigation process 
does not differ substantially from traditional risks associated 
with external attacks and/or environmental disasters and is 
discussed in the following steps. 

Identify critical information resources
Understanding the mission and how information is used to 
support it is essential to an effective risk management process. 
This sounds obvious, but it is the authors’ experience that 
too many organizations focus on security solutions without 
a clear understanding of what they are protecting and why. 
The criticality of a resource ultimately depends on the value 
it provides in the context of the overall mission. Everything 
cannot be afforded the same level of protection; given limited 
resources, information must be protected according to its as-
sessed value (e.g., monetary worth, competitive advantage, 
consequences of loss or destruction, etc.).

Develop attack scenarios and identify observables
After a critical information resource has been identified, the 
organization must reason through one or more scenarios in 
detail, considering what the attacker would try to achieve 
(and why), and how the attacks could be carried out. This 
bounds the problem and allows focus on a smaller subset of 
behaviors, rather than trying to defend against everything. 
It is possible that a different type of attack may occur, but 

6 T. Finne, “Information systems risk management: Key concepts and business 
processes,” Computers & Security, January 2000. 

7 Risk Management Guide for Information Technology Systems, National Institute of 
Standards and Technology Special Publication 800-30, July 2002.

A Scenario-Based Approach to Mitigating the Insider Threat | Mills, Grimaila, Peterson, Butts

can you control who has 
access to what?
Finding ways to easily and securely control your IT environments — physical, virtual and cloud — 
while also addressing your compliance requirements is crucial to your business success.

You can get that level of control from CA Technologies Content-Aware Identity and Access 
Management. It goes further than traditional security solutions by giving you control all the way 
down to the data level.

It gives you the ability to take control of your users, their access and their information use so you can 
easily answer the question: “Who has access to what?”

Take control of your IT security today. Start here: ca.com/security

you can

Copyright ©2010 CA. All rights reserved.

DATE:  10/25/10
SIZE:  8.25 x 10.75
               w/ .125 bleed

ADVERTISER:  CA Technologies
PUB:   ISSA Journal  
ISSUE:  

500 Harrison Ave., Suite 401
Boston, MA 02118 617.338.4441

Too many 
organizations 
focus on security 
solutions 
without a clear 
understanding 
of what they are 
protecting and 
why. 

ISSA Journal | May 2011



can you control who has 
access to what?
Finding ways to easily and securely control your IT environments — physical, virtual and cloud — 
while also addressing your compliance requirements is crucial to your business success.

You can get that level of control from CA Technologies Content-Aware Identity and Access 
Management. It goes further than traditional security solutions by giving you control all the way 
down to the data level.

It gives you the ability to take control of your users, their access and their information use so you can 
easily answer the question: “Who has access to what?”

Take control of your IT security today. Start here: ca.com/security

you can

Copyright ©2010 CA. All rights reserved.

DATE:  10/25/10
SIZE:  8.25 x 10.75
               w/ .125 bleed

ADVERTISER:  CA Technologies
PUB:   ISSA Journal  
ISSUE:  

500 Harrison Ave., Suite 401
Boston, MA 02118 617.338.4441



All web and email links can be clicked to visit the URL, retrieve a resource, view an online article, or send an email to the author.16

Email News
Groups

P2P
Torrent FTP Chat/

IM
Web
Sites

Web
Mail Blogs Floppy

Disk
USB

Drive CD-ROM

Non
HTTP HTTP Copy to

Media
Network

File
Server

Elec-
tronic Physical

File
Sharing

Print

F E

A B C

D

A Scenario-Based Approach to Mitigating the Insider Threat | Mills, Grimaila, Peterson, Butts

able level of risk – different organizations may have different 
tolerance levels based upon their risk preference, historical 
events, resources, and/or other priorities. What is acceptable 
for one organization may be completely unacceptable for an-
other organization. 

Risk is often depicted as the product of likelihood and mis-
sion impact. For example, critical risks are those that are 
quite likely to occur and will have a significant impact – loss 
in revenue, damaged reputation, mission failure, etc. Once 
the various risks have been determined, they can be rank-
ordered in level of severity. Control measures can then be 
evaluated on the basis of their ability to prevent, detect, or 
mitigate threats so they can be implemented to address the 
behaviors that are deemed most dangerous. 

intermediate levels to final leaf nodes. A leaf node is the low-
est level of abstraction and represents the tool or technique 
that a malicious insider might use. The process is illustrated 
in Figure 2, which shows activities associated with dissemi-
nating a sensitive file (Distribution). The figure shows 
only a partial decomposition and does not include 
complex attacks. For example, an insider could 
print a document and then scan/email it. 
Another example might be to use a 
screen capture and then paste the 
image into another document 
which is emailed to an ex-
ternal party. As stated 
earlier, introspection 
will be required for 
any organization to 
understand and man-
age its insider threat 
risks. This process provides insight into gaps and overlaps 
between organizational and system policies, which in turn 
allows development of appropriate mitigation strategies and 
audit sensors. The strength of this approach is that insider be-
haviors are systematically analyzed in the context of the orga-
nization’s mission and business processes. Further, emphasis 
is placed on observable behaviors – i.e., something happened 
and was detected in one or more logs. 

Analyze risk factors
The third step is to evaluate the risk from insider activity to 
the organization’s critical information and key processes. Risk 
mitigation is an analytical process that involves prioritizing, 
evaluating, and implementing controls to mitigate risks to an 
“acceptable” level. There is no universally established accept-
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Establish control measures
Finally, selected risks are mitigated through a combination of 
control measures (or mechanisms), that include anticipation, 
prevention, deterrence, detection, and response. A mecha-
nism is any countermeasure or process employed to detect 
or counter a violation to the protection state. This includes 
detection methods (e.g., auditing and intrusion detection 
systems), automatic blocking of websites, and disabling spe-
cific network/host services or functions (e.g., administrative 
privileges are required to install software on a host comput-
er). The dashed lines in Figure 2 depict possible placement of 
control measures. 

The actual function performed by a mechanism could range 
from outright prohibition or denial of that capability to con-
tent filtering to increased auditing. It depends on the per-
ceived threat and the extent to which the organization wants 
to minimize the risk. For example, Mechanism B addresses 
web browsing via the HTTP network protocol. Web browsing 
could be prevented outright by blocking HTTP traffic, or a 
proxy server could be used to limit browsing to designated in-
dividuals and monitor them closely. White lists (authorized 
websites) and black lists (unauthorized sites) could also be 
used. Finally, focused monitoring and detailed logging could 
be employed for individuals deemed at risk, perhaps because 
of suspicious behavior or critical job function. These solu-
tions have costs and benefits, as will be discussed in the next 
section. 

Control measures should include a mix of people, process, 
and technology. Everyone – employees, managers, and secu-
rity professionals – has a role in mitigating the insider threat. 
Procedural controls, such as separation of privilege and com-
partmentalization based on “need to know,” can minimize 
potential damage by limiting what a single individual can do 
with the access that has been granted. While technology solu-
tions are important, they alone are not sufficient. 

Cost versus benefit analysis
Organizations should invest the time and energy into fully 
understanding their risks, what they are trying to protect 
(and why), and what it “costs” to protect critical resources. 
Managers must make informed decisions when striking a 
balance between the costs of protective measures (preven-
tion, deterrence, detection, and response) and the benefits 
provided by protecting the organizational mission.

Security software and hardware cost money. Reviewing audit 
logs and following up on events of interest take time away 
from primary business functions. There is a cost associated 
with collecting too much data (storage and analysis), and 
there is a cost with not collecting enough (missed detec-
tions). Intangible costs include the human response – some 
employees might resent being under the watchful eye of “Big 
Brother” and may resort to passive-aggressive behavior. Oth-
ers might attempt to work around security measures that are 
perceived as being unnecessary or counter-productive; while 
their intent might not be malicious, their actions could intro-

duce other undesirable 
risks

With many potential 
trade-offs involved, 
a “best” solution 
is open to inter-
pretation. Dif-
ficult decisions 
are required to 
achieve a balance 
between being 
“secure enough” 
and being able to 
get the job done. A 
cost-benefit analy-
sis approach could 
be used to derive an 
overall metric, which 
would then provide 
management with 
enough information to make these decisions. For example, 

where
 
FOMXY represents a figure of merit (FOM) for a given 

control solution X and scenario Y. BXYj 
and CXYk represent ben-

efit and cost factors, respectively, associated with each X and 
Y – there may be multiple cost and benefit factors associated 
with each control/scenario pair. Optional weighting terms, 
W, can also be used to emphasize some costs or benefits more 

Figure 3 - Calculating figures of merit
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than others. Benefits would include the ability to prevent, de-
tect or otherwise mitigate a specific insider attack scenario. 
Cost factors might include storage space, time to review logs, 
and missing an attack pattern of interest. 

As shown in Figure 3, FOMs for each control can then be cal-
culated over all scenarios, and then compared to determine 
which control “best” addresses the list of scenarios (e.g., high-
est FOM). The determination of the cost factors is left to the 
organization and depends on the desired detail of analysis. 
If the cost/benefit factors are not quantifiable, non-numeric 
metrics (e.g., high, medium, and low scores) could be used. 

As discussed earlier, auditing and other forms of oversight 
may disturb employees and might even cause unnecessary 
negative feelings. When implementing security controls, the 
organization must be cognizant of the human element. In 
some situations, high levels of scrutiny and oversight are to 
be expected, such as in the financial industry and govern-
ment agencies. Other organizations may find that such intru-
sive oversight drives employees away. The extent to which its 
employees are antagonized or threatened by internal auditing 
is indeed one of the “costs” that must be evaluated. 

Application
In this section we discuss how the scenario-based approach 
can be used to mitigate the insider threat. The example is 
somewhat generic and discusses various considerations and 
cost trade-offs for a business concerned with sensitive infor-
mation being disseminated outside the organization. Assume 
a business is developing a new product and wishes to restrict 
access to proprietary information to a select few individu-
als. The information is stored on an internal server that may 
or may not be isolated from the Internet. Protection of the 
server includes a combination of internal firewalls and access 
controls, but a risk analysis indicates there is a potential for 
leakage using electronic file sharing by insiders not directly 
associated with the project. 

Figure 2 shows an example application of the functional anal-
ysis and placement of security mechanisms. This analysis was 
performed from the perspective of the computer/server that 
holds the critical information being protected. Several mech-
anisms have been placed to prevent or monitor undesirable 
activity. Mechanism A addresses the connection to a local 
area network file system, while B covers actions using HTTP 
protocols. Mechanisms C and D address the risk of data be-
ing shared via physical means, such as printouts and writ-
ing to removable media. Finally mechanisms E and F address 
non-HTTP risks. The example shown is not meant to be all-
inclusive and highlights the need to identify potential com-
munications channels for the information to leak out, and 
then implement appropriate controls to block and/or moni-
tor those channels. This diagram should also be updated on 
a regular basis. 

The purpose and implementation of each mechanism will 
vary. Mechanism A could range from simple user authen-
tication to denial of access to network file services. Mecha-
nism B could involve blocking of all HTTP transactions, web 
proxy filtering, or content filtering – or some combination 
of these. Depending on the analysis of the HTTP risks, B 
could be separated into multiple mechanisms which perform 
these tasks separately. Mechanisms C and D might involve 
physically disabling (or removing) printer connections and 
external media devices. If an operational requirement exists 
to read/write to external media, then D could also include 
user authentication, two-person integrity, or increased au-
diting. The writable CD-ROM is left intact to allow for data 
backup and recovery. Mechanism E covers a broad range of 
non-HTTP methods of sharing information. Depending on 
the perceived risks and organizational mission requirements, 
E might be separated into a subset of more sophisticated mea-
sures addressing each of the nodes in the tree. Implementa-
tion could involve removal of client software, packet filtering, 
and routine scans to ensure compliance with organizational 
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simply trying to monitor, collect, and defend everything. The 
method can also be a valuable tool for executives faced with 
decisions about investments and balancing operational and 
security requirements.

Disclaimer
The views expressed in this article are those of the authors 
and do not reflect the official policy or position of the United 
States Air Force, Department of Defense, or the United States 
Government.
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and system policy. Mechanism F mitigates the email risk – it 
seems unlikely that email would be allowed given the risk of 
a data spill, but F could be configured to allow email under 
certain situations and with heightened control measures.

Using Figure 3, FOMs could be derived for each control solu-
tion (combination of mechanisms), and overall metrics are 
tallied across the scenarios of interest. For example, when 
addressing the HTTP threat, each solution being considered 
(white listing, black listing, proxy filtering, and outright 
blocking traffic) would have its own column in the figure. 
Each FOMXY would be calculated using the appropriate cost 
and benefit factors for how well each control addresses the 
risk posed by a given scenario. 

The preceding discussion focused on the actual host or server 
that contained the information being protected. A similar 
process could be performed at the network level, or even fo-
cused on a specific group of people. For example, some may 
not actually need the ability to browse the Internet to per-
form their jobs, in which case limiting their access would 
eliminate a number of associated vulnerabilities. Likewise, 
another group may require the ability to read/write to re-
movable media. In this case, training on proper procedures 
would be necessary, and procedures would be developed to 
minimize the potential for data leakage or theft.

Conclusions
In this article, we discussed the complexity of the insider 
threat and how it is best mitigated through a combination 
of people, process, and technology. The primary difficulty in 
dealing with insider threats is that by definition insiders are 
trusted, so they possess elevated privileges and insider knowl-
edge when compared to external users. This makes it difficult 
to concisely characterize all of the activities that are mali-
cious. While there are common motivational factors, such as 
greed and revenge, people who have been caught performing 
malicious acts do not fit a standard profile. The insider threat 
cannot be solved through technology alone, because security 
is at its very core a people problem. 

The insider threat problem can, however, be approached in 
a straightforward manner using a combination of technol-
ogy and standard security management practices, such as 
risk management, oversight, policy, and procedures. To do 
this effectively, an organization must take the time to deter-
mine what it is trying to protect, most likely and/or danger-
ous threats, and how much it is willing to invest to protect 
against those threats. 

We have presented a systematic and repeatable process to 
help IT and security managers effectively manage the insider 
threat. The process begins with the development of threat 
scenarios that provide focus. Countermeasures, such as au-
diting or dynamic defense operations, can then be developed 
to mitigate specific risks. The process is scalable and has built-
in flexibility for adapting to different organizational require-
ments. Security administrators can use our approach to focus 
on the behaviors presenting the greatest risk, as opposed to 
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